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Methods for automatic computation of IR intensities and Raman activities are described using vibrational
self-consistent field (VSCF) and vibrational configuration interaction (VCI) wave functions. Inclusion of
effects due to anharmonicity in the potential energy and property surfaces are found to improve the results
substantially as compared to experimental data. Sample calculations employing water and formaldehyde are
presented, allowing for comparison between different vibrational methods. The convergence with respect to
excitation level in VCI and the extent of mode coupling in the potential and property expansions is investigated.
In addition, different electronic methods used for generating the potential and property surfaces, namely CCSD,
CCSD(T), DFT/B3LYP, and DFT/CAM-B3LYP have been compared. Details of the potential and property
surfaces may have significant effects on the IR and Raman intensities.

I. Introduction just as it is now possible to address the electron correlation
In vibrational spectroscopy, including both IR and Raman, Problem systematically using hierarchiestoglectron models
the transition energies as well as the transition probabilities and correlation consistent basis sjen_s;s desirable to develop
provide spectroscopic fingerprints and information about the automated methods for the calculation of energies and (transi-
internal motions of molecular systems. Determination of IR tion) properties beyond the harmonic approximation. Several
intensities and Raman activities by ab initio methods requires Methods have been proposed for a more accurate description
the calculation of transition matrix elements of the dipole Of the vibrational motion. One standard approach is to treat
moment and polarizability tensor operators, respectively, be- @hharmonicity using perturbation thedwhere effects beyond
tween the initial and final states. A common starting point for the harmonic Hamiltonian is treated as a perturbation. This
most ab initio methods is the BorOppenheimer approximation ~ allows also for calculation of IR intensities for fundamental
in which the electronic and nuclear degrees of freedom are vibrations, see ref 3 for a discussion. Another branch of methods
separated so that the nuclear motion is determined by a potentiais based on the vibrational self-consistent field (VSEF)
given by the electronic energy. The total wave function is then including vibrational Mgller-Plesset (VMP) perturbation thedty,
a product of a nuclear and an electronic function. At present vibrational configuration interaction (VCF),1* and vibrational
there are well-established electronic structure methods, e.g.,coupled cluster (VCCY12 A common feature of all these
configuration interaction (CI), coupled cluster (CC), and density methods is their dependence on accurate potential energy as
functional theory (DFT) enabling quite accurate calculations of well as property surfaces. Obtaining these surfaces from
the electronic part of the transition matrix elements as a function electronic structure calculations is an important research area;
of the nuclear coordinates. However, the electronic calculation see, e.g., refs 12 and 13 and references therein. A completely
is only one part of the problem, the other being the inclusion different approach is the CaiParrinello molecular dynamié
of the vibrational motion to obtain the final matrix element. (cpMD) method in which the potential is generated on the fly
Presently, the double harmonic approximation seems to be theang spectra are calculated on the basis of the autocorrelation
most common solution to this problem. In this simple ap- fynction from a classical simulation, including potentially also
proximation the nuclear potential is assumed to be purely gyantum correction® This method, however, is generally aimed
harmonic and the properties, i.e., the dipole moment or the 5 extended systems and based on DFT. For high accuracy the
polarizability, are expanded to first order in the nuclear jne independent methods discussed above are therefore pre-
coordmates. T.h's allows for an easy calculation of the total ferred. In addition, the ability to obtain the potential and property
transition matrix elements using the algebra of the quantum surfaces using a variety of electronic structure methods provides

mechanical harmonic oscillator. . .
. . a good basis for comparing these methods.
The potential and property surfaces are anharmonic by nature 9 parng

and as electronic structure methods become increasingly accurate ' "€ Present work focuses on the calculation of IR intensities

a large part of the discrepancies with experiment can be ascribec?d Raman activities of water and formaldehyde using the
to the simplicity of the double harmonic approximation. Thus, variational VSCF and VCI methods. We use response theoretical

methods for calculation of transition properties and energies,
T Part of the “Thom H. Dunning, Jr., Festschrift”. ~ circumventing the problems of nonorthogonal states in VSCF.
*To whom correspondence should be addressed. E-mail: Calculations of IR intensities of water and formaldehyde using
seidler@chem.au.dk. vCl with DET h | . hod h b
*E-mail; kongsted@chem.au.dk. Cl wit T as the electronic structure method has been
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of Oyanagi et af® reporting VCI and IR calculations on methane Assuming the BorrrOppenheimer approximation is valid,

using a combination of CCSD(T) and MP2 electronic structure the total wave function can be written as a product of a nuclear

methods. To the best of our knowledge vibrational Raman and an electronic part. The nuclear part describes both the

activities for polyatomic molecules have only been calculated rotation and vibration of the molecule. In the next approximation

within the double harmonic approximation; see, e.g., refs 26 we neglect the coupling between vibration and rotation and

28. For diatomic molecules, activities have been obtained by discard the rotational part of the nuclear wave function in favor

numerical solution of the nuclear Schlinger equation; see  of a classical rotational averaging assuming a large ensemble

ref 29. of molecules at hand. With these approximations the quantity
It should be noted that neither VSCF nor VCI are restricted to be calculated is

to four-atomic molecules but can be applied to larger systems

as ngl. However, the increagg in cost of a VCI calculation Wi'[h %Wd@glllleﬂvi QZ'IEIZ — %Im’flll(Q)Wi E|]2-|E|2 1)

the size of the system is significant, and the search for alternative

approaches is a topic of ongoing research; see, e.g., refs 6, 7Where vi(d and |vid are the final and initial vibrational

10, and 30. The generation of potential and property surfaces - . .
for larger systems is also very time-consuming and another isstaiﬁz'eéimlf,gerﬁl,erﬁgﬁ?'(;frzu?ﬂnsctfi‘f)? agdgr)]; r%(ljlllézgl’[lco-
important research topic. ordinatespQ

In addition to comparing the results with results obtained A giandard procedure is to invoke the double harmonic
using the double harmonic approximation the convergence of

Vel i ined. Also the el X lculati h b approximation where the vibrational states are simply assumed
Is examined. Also the electronic calculations have been y, ‘e narmonic oscillator states expressed in the normal

carried out using a variety of methog?, i.e:, CCSD, CCSD(T), ¢qordinates of the molecule. Whex{Q) is expanded to first
DFT/B3LYP, and DFT/CAM-B3LYP: This allows for @ g14er in each normal coordinate, simple expressions for the

comparison of the ability of these methods to provide the y5nition matrix elements are obtained. Such expressions are
necessary accuracy in the electronic structure calculations. widely used, in particular in ab initio methods where the IR

The absorption spectrum of water due to vibrational motion intensities in this way can be calculated on the basis of analytical

is important in many contexts and has been intensively studied. calculation of the dipole gradients.
Specialized treatments are possible for water having only 3  |nstead of this simple approach the VSCF and VCI methods
nuclei and 10 electrons, and high accuracy calculations of the gpen for the possibility of using the full potential energy and
vibrational energies of gas-phase water have been reported ingipole surfaces giving more accurate results. Especially, the
many previous studie®:3 In the case of liquid water classical  double harmonic approximation only supplies nonzero matrix
molecular dynamic¥ as well as CPMB?33have been used to  elements for the fundamental transitions. Using explicit vibra-
obtain IR and Raman spectra. tional wave functions allows for the calculation of finite

The vibrations of formaldehyde have also previously been transition matrix elements for all states included in the
considered in many high accuracy studi&¥ 41 Our emphasis calculation in addition to providing more accurate transition
here is to illustrate and test our new methods for calculating properties for the fundamentals. The problem of representing
vibrational transition properties in combination with different the potential and property surfaces while at the same time
electronic structure methods. We shall not enter into a detailed restricting the number of needed electronic structure calculations
discussion of all the past calculations of vibrational energies, is, however, not a trivial task. This will be discussed briefly
and only refer to the above references as entries to this literature below.

In section II, we give a review of the necessary theory of IR~ The calculated transition intensities are reported in
and Raman spectroscopy as well as of vibrational structure km/mol using the expression for the integrated absorption
theory. Section Ill describes the computational details and the coefficient,
results are discussed in section IV. Section V contains a

N
summary and outiook A= I QVER - @)

Il. Theory
) . . . . Herec is the speed of lightg, the permittivity of vacuum,

We first prlefly expose, in subsection IIA and IIB, the baSI.C and E; the energy difference between the final and initial
theory beh|_n_d vibrational IR and Raman spectroscopy to define giaies. The factom( — ny) is the difference in the fraction of
what quantities are to be calculated and the underlying assump+ygjecyles in the initial and final states and thus depends
tions. We use semiclassical theories for the interaction between,, temperature. All results in this work are obtained by
light and matter, i.e., a classical treatment of the eIectromagnencsetting this factor equal to one corresponding to zero temper-
field and a quantum mechanical treatment of the molecules. 5¢,re "This is a good approximation becamséor the mole-
Similar theories involving quantized radiation fields can be . jes studied in this work is negligible according to the
found in refs 42 and 43. In section IIC we discuss how 10 go|t;mann distribution. For molecules with low-frequency

calculate the relevant quantities from vibrational structure theory ,o4as however. it may be important to include temperature
and electronic structure theory in combination. effects’directly. '

A. IR Intensities. Using first-order perturbation theory one B. Raman ScatteringlAs in the section on IR theory, we
arrives at the result that the transition rate related to one-photonsyppose that the dipole approximation is valid. In Raman

absorption is proportional tgf|H'|ifP. Here|fCand|iCare the  spectroscopy the transitions between states are caused by an
final and initial states respectively and' is an operator induced dipole moment

describing the interaction with the electromagnetic field. Invok-

ing the dipole approximation, the perturbation operator can be Hing = O0E 3)
written explicitly asH' = —u-E, E being the electric field and

1 the electric dipole operator. wherea is the polarizability tensor.
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Suppose the electric field is described in complex form as spectroscopy, the denominators will be large and the terms can
be ignored. This leaves us with only the terms in the second
E= J-(Eoe—iwt + E*Oei‘“‘) (4) sum. We now define the electronic part of these terms as the

2

standard adiabatic dynamic polarizability tensor,
_From perturb_a_tion t_heory one obtains an expression for the 1 &2, e08l2,le0 [&l2,le0@i,le
induced transition dipole moment. The first-order terms corre- ag:eg(Q) == +
sponding to Raman scattering are givefftas h &=, Wee — @ Wee T 0

n 1 Prepthio Hiotlip) o i, This quantity can be obtained using standard electronic structure
(Mﬁ, ))fi _Z_h z Z(w —w +w +w)E°’°e et + e ®) theoretical methods. The challenge is now to calculate the
A i vibrational transition matrix element of this quantity, including
anharmonic effects in both the potential and property surfaces,
giving the final transition polarizability,

whereus = Mju|if]ando andp specify general components of
the vectors. The summation over r includes all stateis the
system. The general transition polarizability tensor is now

defined as (@7 )y, v, = Myloe,,(Q)IvD (10)

po
In actual experiments the irradiation/observation geometry is

(6) an important factof? In this paper the geometry independent
Raman activity,

(apo = % z (/’tfr,p/’tri,o n :ufr,muri,p

r

W~ 0w wfto

Once we have calculated this quantity, we know the amplitude 2wy 5 5
of the induced dipole moment. The classical expression for the S=—-(4%= + 1) (11)
field of an oscillating dipole can then be used to calculate the
intensity of the scattered light. and the depolarization ratio,
To get a tractable expression, we invoke the Be@ppen-
heimer approximation. As in the case of IR spectroscopy, we _ 3y2
ignore rotation in favor of a classical isotropic averaging. The p= 4552 + 4)/2
rotational contributions t@,; and w, in the denominators of
eq 6 are small and can be ignored as long as only vibrational are reported whera andy are the tensor invariants
spectroscopy is considered. All calculations can thus be done

(12)

icnalt(tljartr;olecule-fixed coordinate system; that is, we need to a= %(axx+ o, + ay) (13)
i o lelv, 1
ZE Eyf|@r|ﬂp|erm/rmr|®|ﬂa|elmllm+ ‘}/2 = §(|(1XX - O”yylz + |(1yy - 0-zz|2 + |0~zz_ 0‘xxlz) + 3
po _
h& Wee T+ erVfA w ) (|(1xy|2 + |(1yz|2 + |0~yz|2) (14)
mfl@tlﬂderu]vrmA@r'ﬂplqm/i

These expressions can be used together with other parameters

Wee + Wyy, +w such as the irradiance and temperature to give the scattering
intensity in a concrete setdp.In addition it should be noted

Next we use a set of approximations originally due to Plac- that the calculated activities correspond to the Stokes lines of a

zek#445Because we consider only vibrational spectroscopy, the spectrum because we always assume the initial vibrational state

initial and final electronic states are both equal to the electronic to be the ground state.

ground statejey[J Furthermore, the summation in eq 7 can be  C. Vibrational Structure Theory. The theory of VSCF is

split in two parts, one containing a summation over vibrational well-known in vibrational theory-®In VSCF the wave function

states with the intermediate electronic state being the groundis described by a direct product of one-mode functions. These

state and one containing the remaining terms, one-mode functions are variationally and self-consistently
. . optimized using a basis of functions, usually denoted modals,
A 1 [vlleyla, legv, IV, |[ey |, eytvi ] specific to each mode. In addition to providing results on its
Ay == + own, the VSCF method is also used to provide optimized modals
h 4 Wyy — @ for use by correlated methods.
Wfl@glﬁglengrmrl@glﬁplegﬂ]vi 1 _VCI_ is the simplest way to mclud_e C(_)rrel_atlon between th_e
z vibrational modes. The wave function is simply expanded in
wy,, to h =, Hartree products based on the optimized modal basis generated
R o . R by the VSCF calculations,
(0] (gl T 1, e T 4] g 2, T 2, d
+
Wope — O W.., T [VCIC= D H Zc;tru|q)ref[| (15)
&€y e, : /
In the last sum we have assumed thate, = @| > wyy, Or and the Schirdinger equation is solved in this particular basis.

vy With this assumption the vibrational energy differences Here |®{lis the VSCF reference state ar@, are the

can be ignored and closure over vibrational states have beencoefficients of the vectors,|®Jin the excitation space. In

used to remove the sum over v this notationt, is an operator that promotes modals from
From the first sum, denoted the ionic part of the vibrational occupied levels in the reference state to unoccupied levels. This

transition polarizability, we see that in the case of non-resonant can be given an exact formulation in second quantiz&tiont
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TABLE 1: Comparison with Experimental IR Line Positions and Intensities for H,02

Exp? CCSD(T) d-aug-cc-pVTZ CCsD B3LYP CAM-B3LYP  Burcl et al?
d-aug-cc-pVTZ aug-cc-pVTZ aug-cc-pVTZ B97-1/TZ2P
cmt  km/mol HO VCSF VCI[3] VCI[3] VCI[3] VCI[3] VCI[3]
V2 1595 53.6-71.9 49 712 -—-12 71.3520 —19 71.6 -5 73.0 —43 76.6 —49 820 -3 740
2v, 3152 0.461 135 —0 04394 -32 0429 -4 0452 -91 0.340 -—-105 0.342 4 0.769
V1 3657 2.24-298 174 3.13 36 1.9217 39 1.90 84 283 12 3,59 57 6.11 9 295
V3 3756 41.744.6 180 544 141 51.9388 23 479 65 533 -5 583 40 715 9 40.7
3v, 4667 0.00238* 263 58 0.0002 -51 0.0021 —10 0.0018 —167 0.0002 —197 0.0000
vi+v, 5235 0.223 240 -9 0.110 51 0.101 -59 0.0774 -18 0.0662 —21 0.205
v,+wvs 5331 4.50 248 —49 384 8 3.88 —-99 393 -59 416 -28 4.14
4y, 6134 0.0001* 439 146 —108 0.0003 —56 0.0003 —403 0.0003 —553 0.0003
2v 7202 0.32 461 211 0.404 158 0.465 249 0.422 114 0.308 203 0.312 28 0.383
vi+wvs 7250 4.85 518 182 3.19 259 295 139 2.65 227 255 57 2.45
2v3 7468 0.032 404 475 0.508 85 0.0011 147 0.0000 11  0.0003 99 0.0003 23 0.0095

2 For each calculation, the first column shows the difference between the calculated and experimental line posithriEhemsecond column
shows the calculated intensity (m/mol). For the VCI calculations the 10 lowest VSCF modals have been used. Fundamentai rffogdes:
symmetric stretchy, (A1), bending;vs (Bz), antisymmetric stretcH. As compiled in ref 24 or if marked with *, ref 58.

TABLE 2: Raman Activities (Left Columns, A/amu) and Depolarization Ratios (Right Columns) Calculated for Water®

ExpP CCSD d-aug-cc-pVTZ CCSD/CCSD (T) B3LYP CAM-B3LYP  CCSD (static)
d-aug-cc-pVTZ aug-cc-pVTZ  aug-cc-pVTZ d-aug-cc-pVTZ
A4amu HO VSCF VCI[3] VCI[3] VCI[3] VCI[3] VCI[3]
V2 0.9+0.2 0.726 0.792 0.696 0.995 0.715 0.973 0.713 0977 0.715 1.26 0.748 1.13 0.749 1.03 0.732
2v; 0.0737 0.600 0.0813 0.640 0.0739 0.696 0.0740 0.460 0.0701 0.507 0.0789 0.629
21 111+ 12 0.0342 119 0.041 129 0.044 129 0.044 129 0.044 109 0.061 117 0.057 115 0.048
v3 19+ 2 27.7 0.750 29.7 0.750 30.5 0.750 30.6 0.750 28.8 0.750 31.0 0.750 27.1 0.750
32 0.00620 0.308 0.00381 0.667 0.00381 0.592 0.00202 0.747 0.00188 0.750 0.00362 0.635
v+ 0.404 0.608 0415 0597 0.383 0.651 0.372 0.675 0.383 0.629
Vo +v3 0.00001 0.595 0.00011 0.690 0.00009 0.750 0.00052 0.750 0.00030 0.747
4y, 0.00017 0.056 0.00053 0.396 0.00053 0.425 0.00022 0.647 0.00013 0.585 0.00047 0.400
2v1 0.0910 0.646 0.159 0.278 0.162 0.276 0.118 0.403 0.120 0.421 0.169 0.186
v1+ s 0.00398 0.750 0.00385 0.750 0.00685 0.750 0.00492 0.750 0.00008 0.750
2v3 0.268 0.009 0.223 0.011 0.226 0.010 0.121 0.023 0.15 0.015 0.228 0.012

aThe CCSD/CCSD(T) column is calculated using the CCSD(T) potential but only the CCSD polarizabilities. The excitation wavelength used is
514.5 nm except in the rightmost column where the static polarizabilities from a CCSD/d-aug-cc-pVTZ calculation have bédrrasedkfs 59
and 60.

should be intuitively clear. By truncating the sum in eq 15 at a basic VSCF parametrization, which includes only a sum of one-
given excitation leveh, meaning that only excitations including mode variations but no variations in several modes simulta-
n or less modes are allowed, we obtain M@I[ neously*®

Having obtained the vibrational wave functions, the remaining ~ The question of which Hamiltonian to use is important. In
task is to calculate the transition matrix elemefigiz(Q)|vi  this paper a sum over products form,
andl¥f|o,,(Q)IviLle.g., egs 1 and 10. This is done using response
theory as described in, e.g., refs4%0. The basic idea in NooM
response theory is to expand expectation values as well as the H= Z G rl Pin (16)
parameters of the ground state wave function in orders of a =om=

perturbation strength parameter. Using time-dependent varia-. 4 wh is th ber of modes. The kineti
tional theory, equations for the response functions, i.e., the is used, wherd is the number of modes. The kinetic energy

coefficients in the expansion of the expectation value, are operator is re_presented simply by the secon(_j der_ivatives of the
obtained. In the present case, only the linear response functionnormal coordinates. The effect of this approximation compared

is needed. The linear response function has poles at theto using the full Watson Hamiltonighis examined by example
brati I. itati P d th id P dt calculations on water in ref 16. Here the effect is seen to be on
vibrational excitation energies and the residues correspond toy, " o dor of 16-20 cntt for the fundamental modes. An

the transition matrix elements. The poles and residues can b&, o ant task in the future development of the methods used
found by solving an eigenvalue problem. For the VCI case, this j, the present work is therefore to include the full Watson
eigenvalue problem turns out to be equivalent to solving the pamiltonian. Reference 13 describes a hierarchical way of
standard VCI equations. Thus the calculated energies andconstructing Taylor expansions of potential energy and property
transition matrix elements are identical to what would be gyrfaces allowing control over the degree of mode coupling.
obtained using the solutions of standard VCI. For VSCF, The expansion of the potential can be characterized by the
however, this procedure is not identical to using state specific conventionnMmT, specifying anm-order Taylor expansion
VSCF to get excited states. Using state specific VSCF the coupling a maximum of modes. Convergence with respect to
excited states obtained are not orthogonal to the VSCF groundthe maximum number of coupled modes will be studied using
state and one has to take into account the overlap of the state§ormaldehyde as an example.

when calculating transition matrix elements. This is avoided  Concerning the computational effort spent in calculations of
using response theory. It should be noted that VSCF responsethis type, two issues need to be considered. The first is the
theory does not allow transitions to states with excitations in generation of the potential and property surfaces. For these, a
more than one mode at a time. This is a consequence of thelarge number of electronic structure calculations are required.
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As an example, the 4M4T potential for formaldehyde requires wl oo T o ' " coso(), vorsl |
605 separate electronic energy calculations when no symmetry .1 020" o P
is used. A somewhat larger molecule with 24 modes requires .| 00) 1) 002
3409 calculations for a 2M4T surface, 19 601 for a 3M4T 3 00001 | | (040) (120
surface, and 189617 for a full 4M4T surface. Thus, the } } t e — 1
generation of potential and property surfaces is clearly a very 100 - A
time-consuming part of carrying out explicit anharmonic T
calculations, especially when high accuracy methods such as  °%'[ ‘
CCSD(T) are used. Also, the cost compared to using the double ~ **'[ , A | , A AL
harmonic approximation where only harmonic force constants 100 [ : CCSD(T), DHA 1
and gradients of the property surfaces are needed is obviously b '
very large. 001 [

Carrying out the actual VCI calculations is a matter of 0.0001 |-
diagonalizing matrices. One problem in this context is the large 000 2000 3000 4000 5000 600 7000 8000
number of states encountered at high energies. For the water o

and formaldehyde molecules discussed in this work, however, Figure 1. Comparison of experimental, VCI and double harmonic

the VCI solution of relatively low lying states does not pose a approximation (DI_—|A) line positions and IR intensities for water. The
. . . . labeling of transitions arevf,v,,v,,). Except for the fourth overtone,
problem and is relatively inexpensive.

5vs, with an experimental position of 7552 cfand a VCI[3] position
) ) of 7265 cn? all states from O to 8000 cthare included. Experimental
Ill. Computational Details values not included in Table 1 are from ref 58. For transitions with a

. . . . . range of experimental intensities, the average is used in the figure.
The vibrational calculations have all been carried out using 9 P 9 9

the MidasCpp prograrf?. The one-mode basis sets in the VSCF whF T T %5 T cosom Vo ]
calculations are the harmonic oscillator functions with frequen- O e, 2
cies corresponding to the normal frequencies of the individual i 2 2% T
modes. For both water and formaldehyde, functions with 001 |

quantum numbers up to and including 20 have been used. It% . . ,
has been checked that increasing the number of levels leaves ' o B Bxpefimental 1
the VSCF energies virtually unchanged. In the VCI calculations 1+ E
it was decided to use the 10 lowest VSCF modals for water : \

activity (km/mol)

and the 8 lowest modals for formaldehyde based on the
convergence of calculations with different numbers of modals. w0f L ' coso orA
The maximum excitation level used for water is 3, corresponding | "’
to full VCI. For formaldehyde we decided upon the excitation
level 4 as a good compromise between accuracy and the size 0ot 1
of the excitation space; see the discussion in section IV B. . . . . .

The generation of potentials and property surfaces has also 1000 o 0 000 00
been implemented in MidasCppusing DALTON®® with the Figure 2. Comparison of experimental, VCI, and double harmonic
DFT5*and CC* electronic response theory implementations for approximation (DHA) line positions and IR intensities for formaldehyde.
the calculation of the electronic dynamical dipole polarizabilities. All states from 0 to 3500 crt are included. For transitions with a
In section IV we present results obtained using different range of experimental intensities, the average is used in the figure.
electronic structure methods for the generation of these surfaces.

Specifically, we have used CCSD(T), CCSD, DFT/B3LYP, and ing is relative to the VSCF ground state modals, which are
DFT/CAM-B3LYP. For the coupled cluster calculations on anharmonic one-mode levels but, to a certain extent, can be
water, the d-aug-cc-pVT2® basis set has been used. For all assumed to be in one-to-one correspondence with the harmonic
other calculations on water and formaldehyde the smaller aug-oscillator levels. This is sensible as most of the states, with
cc-pVTZA56 basis has been used. Unless otherwise stated, fullimportant exceptions discussed later, only have minor contribu-
quartic (4M4T) expansions for energies and properties have beertions in addition to a dominating Hartree product with weight

used. larger than 90%.
A. Water. Table 1 shows a selection of the calculated
IV. Results energies and IR intensities. Focusing first on the energies from

In the following, two different issues are addressed. First, the CCSD(T) calculations, a significant improvement is observed
the accuracies of VCI and VSCF are compared to each othergoing from the simple harmonic approximation to the VSCF
as well as to the double harmonic approximation. In addition, method. Note that the VSCF response theory does not allow
the convergence properties with respect to excitation level in calculation of combination bands relative to the reference state.
VCI are studied. Second, the performance of the DFT func- Moving on to the VCI calculation, the magnitude of the errors
tionals B3LYP and CAM-B3LYP in the electronic structure part decreases further. In addition, intensities for all transitions, i.e.,
of the calculations has been studied by comparison with resultsovertones and combination bands, are now obtained. The gain
obtained using CCSD(T) calculations. The molecules studied obtained using VCI is also very apparent in Figure 1, which
are water and formaldehyde. shows stick diagrams comparing the experimental line positions

A note should be added about the specification of vibrational and IR intensities to those calculated using CCSD(T) in
states. VCI states are in principle linear combinations of Hartree combination with the double harmonic approximation and VCI-
products of one-mode functions for all levels for all modes. In [4], respectively. It should be noted, however, that the figure
this paper the convention is to label the states according to thecorresponds to zero temperature. Because the intensities of some
Hartree product with the largest contribution. Thus, the number- overtones and combination bands are very small, the hot bands
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TABLE 3: Convergence of VCI in Formaldehyde
Calculations?

TABLE 5: Convergence of IR Intensities with Respect to
Mode Coupling in the Potential and Dipole Surface3

VCI[2] VCI[3] VCI[4] VCI[5] VCI[6] exp P pot. 1MAT 2MAT 3M4T AMAT
Va 15 940 1244 0383 0.002 1176.960 1167 25 points 205 points 365 points 605 points
V6 18.109 0.659 0.010 0.000 1251.202 1249 V4 7.18451 7.19038 7.18652 7.18758
V3 17.558 0.846 0.085 0.001 1514.859 1500 Ve 10.80461 11.15273 11.48591 11.35579
V2 16.404 0.802 0.275 0.001 1801.437 1746 V3 11.21075 12.33833 9.25271 9.36337
2vy 16.976 1.511 0.476 0.004 2347.163 2327 V2 77.98154 81.62009 85.25562 85.10165
vat+ve 41716 19.139 1.120 0.009 2435.540 2v4 2.64920 0.44865 0.44050 0.43801
2vg 25.985 2.600 0.037 0.000 2497.743 2493~ va+ ve 0.00000 0.00000 0.00000 0.00000
vs+vs 36.086 18.868 1.305 0.109 2690.446 2656 2ve 0.20306 0.25310 0.21177 0.28389
vst+wve 29.052 12.665 0.292 0.002 2738.687 2719 vzt va 0.00000 0.00414 0.00934 0.00886
V1 3.101 0.800 0.018 0.000 2841.802 2782 v3+ ve 0.00000 0.90822 18.36495 12.13911
Vs 10.280 5.895 0.019 0.000 2871.441 2843 V1 62.73709 63.94433 63.49304 63.00267
vo+wvg 30933 17.543 1.246 0.332 2970.080 2905 3 84.69957 100.21262 75.04414 84.07637
2v3 23.957 2.336 0.144 0.002 3026.402 3000 vo+ s 0.00000 0.45681 0.46477 0.46445
v, +ve 31.789  18.039 0.757 0.004 3054.148 3000 2v3 0.56281 1.70721 1.79480 2.14219
vp+wvy 24,152  19.259 0.838 0.007 3308.708 3238 Vo + ve 0.00000 0.00004 7.37503 45421
vy 20.082 2.165 0.779 0.011 3502.102 Vo + v3 0.00000 0.00053 0.09302 0.12141
2V, 19.847 1.198 0.312 0.003 3586.638 3472 3va 0.00005 0.00013 0.00018 0.00018
2v, 3.31524 4.29536 4.24203 4.29189

aThe VCI[2] — VCI[5] energies are relative to the VCI[6] energies.

Eight VSCF modals have been used for each mode. The potential used 2 All electronic calculations are CCSD/aug-cc-pVTZ and the vibra-

is 4AM4T generated using CCSD/aug-cc-pVTZ. All energies are in‘cm
b Experimental values from ref 61 or if marked with *, ref 62.

TABLE 4: Convergence of VCI Energies with Respect to
Mode Coupling in the Potential Surface

pot. 1M4T 2M4T 3M4T 4MAT
25 points 205 points 365 points 605 points
V4 52.7 0.3 0.1 1177.0
Ve 40.8 34 —-0.4 1251.2
V3 42.6 2.8 -0.4 1514.9
2 14.5 1.1 -0.3 1801.4
2v4 128.1 1.2 0.3 2347.2
va+ ve 86.2 4.2 0.0 2435.5
2ve 97.6 8.9 0.5 2497.7
v3+ va 96.7 3.6 -0.1 2690.4
v3+ v 110.8 39.6 —18.6 2738.7
2 88.5 0.3 -0.4 2841.8
Vs 226.8 —17.8 12.5 28714
Vot va 75.5 2.1 -0.0 2970.1
2v3 88.1 5.7 -1.1 3026.4
V2 + ve 53.8 -15 5.3 3054.1
2+ v 64.7 3.9 -0.7 3308.7
3vy 234.2 3.0 0.6 3502.1
2v, 31.9 3.0 -0.6 3586.6

aThe 1M4T, 2M4T, and 3M4T columns are energies (&melative

tional are VCI[6]. Intensities are in km/mol.

accurately calculated is not as large as in the CC methods. The
intensities are quite far from the CCSD(T) results.

Results from a previous study by Burcl et?4lare included
in the rightmost column. In that study a quartic potential energy
surface and cubic dipole moment surfaces were generated using
the B97-1 exchangecorrelation functional and the TZ2P basis
set. Using the MULTIMODE codé® VCI[3] was carried out
using a basis with 7 modals per mode. In addition, the sum of
all vibrational quantum numbers were restricted to 6. Generally,
their B97-1 energies are closer to the experimental ones than
our B3LYP and CAM-B3LYP results. Concerning the IR
intensities, however, we are on par with their results.

Table 2 contains the calculated Raman activities and
depolarization ratios. The excitation wavelength used is
514.5 nm. The dynamic polarizabilities cannot be cal-
culated using the CCSD(T) method. For this reason CCSD is
used as the primary method. A calculation using the
CCSD(T) potential combined with CCSD properties has,
however, been included. For the fundamental transitions,

to the 4M4T energy. “Points” is the number of electronic calculations there are only small changes between the VSCF and VCI
needed to create the surface not taking into account symmetry. All calculations whereas the double harmonic approximation
electronic calculations are CCSD/aug-cc-pVTZ and the vibrational are (jffers by 5-20% from these (all using the CCSD method).
VvCl[e]. For the weak combination bands and overtones, quite
. . large differences are seen in going from VSCF to VCI.
appearing at higher temperatures can be expected to alter therhe DFT calculations show the same trend as for the IR
appearance of the spectrum significantly. calculations, i.e., quite large discrepancies between DFT and
The experimental IR intensities are not as accurately deter- CC methods. The rightmost column of Table 2 shows the Raman
mined as the energies, thus complicating the comparison with activities obtained using the, in terms of CPU time, slightly less
calculated values. However, looking at Figure 1, the CCSD(T) expensive static polarizabilities of a CCSD calculation. Except
method reproduces the structure of the experimental spectrumfor the very weakv, + vz andv, + v3 bands good agreement
very well. Also, from Table 1, satisfactory agreement is is observed with the results obtained from the dynamic
observed, although some variations are seen. In particular, forpolarizabilities.
the v, IR intensity both VSCF and VCI[3] are on the low side There is a lack of experimental Raman data for water in the
of experiment whereas the double harmonic approximation is gas phase, and only the activities for the three fundamentals
on the high side. are available for comparison. However, our results show good
Observing the CCSD results, some transition energies are2greement with these, especially considering that the experi-
closer to experiment than the CCSD(T) ones. However, this Mental data are obtained primarily by using the ratios of the
must be attributed to cancellation of errors. It is noteworthy activities. Observing the relative activities we obtain
that thev; intensity is also very sensitive toward this variation

in the calculation. vy PP = 0.0080 vy P =0.17 a7
Finally, the DFT calculations are not too far from the CCSD-

(T) results for the energies of the fundamental vibrations but For the CCSD/VCI[3] result we obtain

become progressively worse for the higher excited levels. This

may indicate that the range over which the potential can be v,lv,=0.0076 vylv, =0.24 (18)
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TABLE 6: Comparison with Experimental IR Line Positions and Intensities for Formaldehyde?

Exp? ccsb(M) ccsD B3LYP CAM-B3LYP  Burckl et al?*

cm T km/mol HO VCSF VCI4] VCI[4] VCI[4] VCI[4] B97-1NCI[4]
Ve 1167 5265 21 658 1 636 -9 643 10 719 -5 555 10 643 11 479
Ve 1249 0499 15 111 -4 115  —14 117 2 114 -15 124 23 133 -6 966
Vs 1500 11.2 39 114 1 101 -5 981 15 939 -9 104 0 11 -1 860
Vo 1746 74 34 746 6 777 2 779 56 851 40 120 76 124 51 107.2
v. 2327 0.4 50 17 0471 —-16 0538 21 0437 -7 0184 23 0179 15 0.0238
vatve  dip.forb.  (2452) (2404) (2437) (2398) (2425)
e 2493 027 34 3 0268 -27 0260 5 0284 -29 0583 -6 0479 -13 0832
vabvs 2656 0.036 72 ~3 00054 36 00086 -4 00205 20 00265 20 00359
vatve 2719 8-14 84 14 11.0 20 122 -33 364 -6 195 —38 62.8
" 2782 48755 176 59.7 30 62.7 30 625 60 630-39 756 7 669 —48 617
Vs 2843 59-88 148 919 86 101 6 89.0 28 841 48 97.0 2 912 14 592
vabvs 2905 23 63 7 0439 66 0465 36 0482 88 0451 65 0505
2vs 3000 2225 78 8 162 -14 207 27 214 20 205 -1 238 2 133
vatve 3000 0510 43 12 849 55 452 19 348 67 284 42 497
vo+vs 3238 81 3 00795 72 0121 32 0173 78 0206 59 00861
s (3565) (3561) 0.0003 (3451) 0.0002 (3503) 0.0002 (3467) 0.0001 (3512)  0.0001
v, 3472 3.8 87 21 446 6 457 115 429 83 431 156 415 104 3.87

aFor each calculation, the first column shows the difference between the calculated and experimental energies when experimental energies are
available (cm?). The second column is the calculated IR Intensities (km/mol). All electronic calculations were done using the aug-cc-pVTZ basis.
Fundamental modes?; (A1), CH symmetric stretch;; (A1), CO stretchy; (A1), HCH bend;v, (B1), out-of-plane bendys (B2), CH antisymmetric
stretch andvs (B,), CH; rock. ® Energies from ref 61. Intensities as compiled in ref 2Reference 62.

TABLE 7: Raman Activities (A 4amu, Left Columns) and Depolarization Ratios (Right Columns) Calculated for Formaldehyde

CcCcsD CCSD/CCSD(T) B3LYP CAM-B3LYP ccsD
HO VSCF VCI[4] VCI[4] VCI[4] VCI[4] static
V4 0.113 0.750 0.291 0.750 0.266 0.750 0.269 0.750 0.492 0750 0.340 0.750 0.239  0.750
Ve 1.06 0750 149 0750 137 0750 1.41  0.750 154 0750 119 0750 1.28  0.750
Vs 112 0361 121  0.404 118 0.402 11.7 0.403 109 0439 102  0.427 106 0.406
V2 11.7 0213 114 0261 11.6 0.266 11.7 0.269 11.0 0457 11.3  0.394 96 0.225
2v4 0558 0.393 0573 0387 0564 0.381 0.885 0380 0830 0393 0648 0.361
va+ vg 0.0377 0.750 0.0378 0.750 0.0409 0.750  0.0419 0.750  0.0278 0.750
2v6 0.726 0178 0706 0.166 0.680 0.171 131 0178 1.14 0166 0619  0.150
s+ v 0.0309 0.748 00323 0.744 0.0367 0.750 0.0387 0.750  0.0297 0.749
Vs + vg 18.7 0.750 16.2 0.750 465  0.750 27.6  0.750 152 0.750
v 192 0.099 222 0.101 221 0.101 221 0.101 263 0.114 241 0.110 182 0.094
Vs 106 0.750 115 0.750 93.3 0.750 92.3 0.749 101 0.750 99.4  0.750 74.1 0.750
va+ Vs 0.114 0750 0.116 0.749 0.149 0750 0.141 0.750  0.0900 0.750
2v3 358 0.083 465 0085 443 0085 461 0095 562 0092 370  0.078
2+ Ve 6.73 0750 10.6 0750 541 0750 464 0750 525  0.750
2+ vs 117 0054 129  0.053 123 0055 1.17 0055 00985  0.049
3vs 0.0105 0.750  0.00480 0.750  0.00446 0.750  0.0115 0.750  0.0111 0.750  0.00373 0.750
2v, 0.704 0161 0680 0.166 0.750 0.167 0.971 0.162 0.854 0.151 0467 0.178

a All electronic calculations are done using the aug-cc-pVTZ basis. The CCSD/CCSD(T) column is calculated using the CCSD(T) potential but
only the CCSD polarizabilities. The excitation wavelength used is 488 nm except in the last column where static polarizabilities are used.

Thus, thev,/v; ratio is in very good agreement with experiment states have a significant weight for these states. The change in
whereas thess/v, value is larger than the experimental value. going to VCI[5] and VCI[6] is minor, i.e., less than 1.2 cf
The same trend was observed in works using the double The same pattern is seen for IR intensities and Raman activi-
harmonic approximation by Vidal et &l.and Neugebauer et tjes.
al?% In gddmon to_the errors in the electronic and V|brat|onal The degree of mode coupling in the expansion of the potential
calculations affecting both the IR and Raman results, it should h anificant i ¢ th b ¢ ired electroni
be noted that the Placzek approximation might also affect the as a significant impact on the number ot required electronic
accuracy of the Raman resullts. structure calgulatlons. Table 4 s_hows the convergence qf the

B. Formaldehyde.Formaldehyde has six vibrational degrees energy for dlfferent. mode couplings al_ong with the requm_ad

f number of electronic structure calculations. Table 5 contains

of freedom compared to only three for water. For molecules o h di . o isinal |
this size, full VCl is possible in a modest sized modal basis but (N€ corresponding IR intensities. Not surprisingly, a large
begins to be impractical because of the heavy scaling with difference is observed in going from 1M4T to 2M4T. Going

respect to the maximum number of simultaneously excited oM 2MA4T to 3M4T and 4MA4T, most of the energies are
modes. This problem becomes more pronounced as one proceed&latively stable. In the light of Table 5, the most interesting
to even larger molecules. For this reason it is interesting to study €xceptions to this are the three statgst ve, vs andv, + s,
the convergence properties with respect to excitation level.  because the IR intensities of these show significant changes.
Table 3 shows the convergence of the energy with respect toLooking at the VCl results in detail explains this. For the 2M4T
the VCI levels using a 4MA4T potential. A significant difference case, the actual states are described almost solely (coefficients
between VCI[2] and VCI[3] is observed. Going from VCI[3] 0.99, 0.98, and 0.99) by the VSCF reference states. Going to
to VCI[4], 7 of the 17 considered states show a change in energy3M4T, mixing of the states is introduced, the four most
in the interval 5-20 cnT?, indicating that quadruply excited  important contributions to each state being
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vy + vg— 0.84@; + vg) — 0.5y — 0.10¢, + vg) + As in the case of water, a CCSD calculation has been carried
0.077¢, + vy (19) out using the static polanza_b|l|t|es. There is a qualitatively good
agreement with the dynamical results and, as expected, a trend
. _ for the static activities to be somewhat smaller in magnitude.
Vs 0.80r5 1 0.52(5 + vg) 0256, vo) We have only been able to find relative experimental activities
0.13¢, + vg) (20) for the formaldehyde fundament&kThe measured, activity
is by far the strongest followed hy, andvs at about one-tenth
v, + v 0.96(, +vg) — 0.275 + 0.051f, + vy + vg) — of this value. Thevs, vs, andvg activities are vanishing. The
0.049¢; + vg) (21) same trend is observed in our calculations except forvthe
mode, which is calculated to be quite strong. This is, however,
Thus thevs state, which has a strong IR transition strength, " 9ood agreement with both the calculated activities ac-
also contributes to thes + v andv, + ve states as a result of ~ companying the aforementioned experimental reidtsd also
a coupling introduced by the more accurate 3M4T potential. With double harmonic calculations by Neugebauer étal.
For exampley, + vg goes from a value of 4« 10> km/mol
for 2M4T to a value of 7.78 km/mol for 3M4T in reasonable
agreement with experiment; see Table 6. During the final step  We have described how the VSCF and VCI vibrational wave
to 4MA4T, further changes are observed. The Raman activities function methods in combination with vibrational response
show a similar behavior. theory can be used for the calculation of the transition matrix
From the studies of convergence, it was decided to do all elements necessary for describing vibrational IR and Raman
vibrational calculations on formaldehyde using VCI[4] with a spectroscopy.
AMAT potential. For the energy and IR intensity calculations reasonable
Table 6 contains the calculated energies and IR intensitiesagreement with experiment is observed for the coupled cluster
obtained using different electronic and vibrational structure methods. Generally, the results obtained for formaldehyde are
methods along with experimental data. Burcl e2‘ahave better than those for water. This indicates that the potential of
performed similar studies, i.e., VCI[4] using a fourth-order the water molecule is more difficult to express using a simple
Taylor expansion of the potential but a third-order expansion Taylor expansion, this being one of the most significant
of the dipole moment. The electronic structure method was DFT/ shortcomings of the present method. In all cases, however, a
B97-1 with the TZ2P basis set. These results are also includedsignificant improvement over the standard double harmonic
for comparison. approximation is observed. It is difficult to discuss the quality
The CCSD(T)/VCI[4] calculation shows quite good agree- Of the calculated Raman activities due to lack of experimental
ment with experiment. This is also evident from Figure 2, which data.
compares the experimental line positions and intensities with  The vibrational correlation convergence studies on formal-
the ones calculated using the double harmonic approximationdehyde shows that for a molecule of this size, VCI[4] provides
and VCI[4] both with CCSD(T) as the electronic method. As sulfficient accuracy. Concerning the expansion of the potential,
for water, the energies for the fundamentals are significantly the exclusion of couplings between more than two modes can
improved by VCI and VSCF compared to the double harmonic be a serious problem because quite strong intensities are missed.
approximation whereas the IR intensities are quite stable. TheHowever, from a practical point of view, it might be necessary
structure of the experimental spectrum in Figure 2, including to make this sacrifice for large molecules to reduce the number
overtone and combination bands, is thus reproduced very well of electronic structure calculations needed.
by VCI and in fact better than for water. We have tested the standard B3LYP method and the more
CCSD, B3LYP, and CAM-B3LYP also perform well. Com-  recent CAM-B3LYP method for prediction of IR and Raman
paring with the B97-1 results of Burcl et al., reasonable Spectra. Though the methods sometimes give quite different
agreement is also observed. One th|ng to notice, however’ iSreSUItS, there is no clear pICture of which is preferab|e in this

V. Summary

the intensities of the mixed paivs + vs and vs. The context. For water the B3LYP and CAM-B3LYP results were
experimental intensity is about 6 times higher fgthan forvs inferior to previous B97-1 results, though better results were
+ v, Which is reproduced by us but not by Burcl ef4l. obtained for formaldehyde.

A set of calculations of Raman activities has been performed _ The method presented here is limited in scope by the use of
as well. The results for an excitation wavelength of 488 nm are Taylor expanded force fields. Grid methods and the inclusion
displayed in Table 7. As previously observed, relatively large ©f the full Watson kinetic energy operator are under develop-
changes are seen between the conventional double harmoniénent, allowing more accurate vibrational response calculations.
approximation and the VSCF method. The most notable Furthermore, the use of vibrational response theory in conjunc-
difference obtained by using VCI compared to VSCF is the tion with vibrational coupled cluster theory is believed to be
change in thess activity. This is related to the mixing of states  an al3t(§ernat|ve, cost-efficient procedure and is presently consid-
discussed above, eq 20. If one uses the CCSD(T) potential€red:
energy surface instead of the CCSD surface in combination with
the CCSD polarizabilities, only small changes are observed for
all but thev, + v andvs + v states. Again, this is an indication (1) Dunning, T. H., JrJ. Chem. Phys1989 90 (2), 1007-1023.
that subtle changes in the potential can significantly affect the " (2 ngouslek,t_D-: Allﬁ\]/, l\éMoIeclzutl_aru!bfratloréal-rptanonaldsgectra,

e : H eory and applications ot hign resolution infrared, micrawaan aman
mixing of the components ma"'”g up the elgenstates: spectroscopy of polyatomic molecyl&udies in Physical and Theoretical

Concerning the DFT result we find that they agree fairly well Chemistry 17, 1st ed.; Elsevier Scientific Publishing Co.: Amsterdam, 1982.
among each other and compares much better to the CC results (3) Vazquez, J.; Stanton, J. Kol. Phys.2006 104 377-388.
than was the case in the water calculations. A conspicuous E‘S‘g ngmgg' j micghg?érﬁhéfiggeeiéz(%6(;8_2%88
feature is that the statg + v seems to be described better by (6) Norris, L.'S.; Ratner, M. A.; Roitberg, A. E.: Gerber, R.BChem.
CAM-B3LYP than by B3LYP. Phys.1996 105 (24), 1126111267.
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